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Distributed Systems

RAID Level 10 (1+0) mirroring and striping
● Common to combine 0 and 1 to make “1+0”, or “10” 

● two copies of each data block 
● if more disks, than stripe across the pairs 

● For example, assume 4 disks, each 1TB, with 
bandwidth 1GB/sec: 
● 2 mirrors 0, 3 mirrors 1 
● capacity is 2 TB, because two copies of 

everything. 
● depending on workload, could have read rate 

up to 4 GB/sec: 
● stripe A1 read from disk 0 
● stripe A2 read from disk 1 
● stripe A3 read from disk 2 
● stripe A4 read from disk 3 

● write bandwidth capped at 2 GB/sec, because 
each block written two places

529



RAID Level 5 redux

● Distributed parity “blocks” instead of bits 
● Normal operation: 

● “Read” directly from single disk.  
● Load distributed across all 5 disks 

● “Write”: Need to read and update the parity block 
● To update 9 to 9’ 

▪ read 9 and P2 
▪ compute P2’ = P2 xor 9 xor 9’ 
▪ write 9’ and P2’

P2’
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If we assume many large,  
sequential writes, then caching  
does not help, and write bandwidth  
reduced by factor of 4
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RH 10
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Exam 3 review
● exam topics: 

● disk performance: perf from latencies 
● disk scheduling: SSTF, CSCAN, SCAN, LOOK, CLOOK 
● RAID 0, 1, 10, 5 
● FFS: advantages, order constraints 
● journaling, meta-data journaling, order constraints 
● LFS 
● SSDS: simple mapping table, hybrid mapping table 
● Distributed Systems  

● Communication Basics - RPC 
● end-to-end argument 
● NFS - understand the stateless protocol 
● AFS - understand update visibility and stale caches 
● GFS - under data movement, division of responsibility  
● TRIO - secure sharing and integrity verification w/o impacting performance 

● what to review 
● quizzes 7-10 
● mid2s24 (piazza) 
● lecture slides
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done.


